
Results: As an example, Fig. 2 presents the dependence of the 
amplitude of the attenuation factor on the dimensionless parame- 
ter p = z(n + 1)3’2 = -27~~/~(D/h)”~DiR. The negative values of the 
parameter p correspond to the convex surface, and the positive 
values correspond to the concave surface. In this example the 
source has zero height. The results of computations for the con- 
stant-curvature surface match well with the data for a parabolic 
hill with a base of 203m, peak height of 5m and distance between 
half-screens of 29m [6, 71, obtained by the UTD and the parabolic 
equation method for a wavelength of 0.33m (frequency 900MHz). 
It is important that with a large number of obstacles, the field 
strength variation with the growth of n in practice does not 
depend on the surface curvature and the path length. The 
obtained results enable the dependence of the loss on the building 
density and on the path profile of the terrain to be analysed sepa- 
rately. 
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Fig. 3 presents the dependence of the attenuation factor phase 
over length [-IT, n). At p = 0 the phase is equal to zero, irrespec- 
tive of n. Consequently, for a flat surface where the source and the 
observation point have zero heights, the attenuation factor 
becomes real, which coincides with the solution [SI for the array of 
parallel half-planes bounded by a flat surface. 

Conclusion: The developed model not only enables the speed of 
calculation to be increased for the prediction of the field strength 
in an urban environment, but also leads to a deeper understanding 
of the physical phenomenon of radiowave diffraction in a series of 
absorbing half-screens, the tops of which form a surface with a 
smoothly varying curvature. For the first time it has been analyti- 
cally established that when the waves propagate at small glancing 
angles, the diffraction loss depends on the curvature of the sur- 
face, not on the height. 
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Array address translation for SDRAM-based 
video processing applications 

Hansoo Kim a n d  In-Cheol Park 

To increase the memory bandwidth of SDRAM (synchronous 
DRAM) that is commonly employed as external memory in video 
applications such as MPEG2, a memory address translation 
method is proposed for minimising the number of overhead cycles 
needed for row-activations and precharges. The features of 
SDRAM and the characteristics of memory accesses in video 
processing applications are considered to find a suitable address 
translation method. Experimental results show that the proposed 
method increases the memory bandwidth by 44% over that 
possible using conventional linear translation. 

Introduction: As the resolution of video processing applications 
increases, video signal processors need to cope with an increas- 
ingly large amount of data within a tightly bounded timeframe. 
The huge amount of video data are generally stored in off-chip 
memories that are usually slow. As the system performance 
strongly depends on the memory bandwidth between the signal 
processor and the external memory, newer DRAM families such 
as synchronous DRAM (SDRAM) are being widely used. To 
obtain high performance, SDRAM has two key features: the burst 
access mode and multiple bank architecture [l]. The burst access 
mode makes it possible to access a number of data by changing 
only column addresses. The multiple bank architecture of 
SDRAM can be used to hide memory cycles needed for row-acti- 
vations and precharges by accessing different banks alternatively. 
Since the number of additional cycles needed for row-changes is 
usually considerable, we have to reduce or hide these cycles by 
effectively using the SDRAM features. 
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b 1306111 
Fig. 1 Row-changes for two physical memory maps 
a Logical array with (1, 128)-windows, and physical memory map 
b Logical array with (8, 16)-windows, and physical memory map 

The authors of [2] showed that the order of memory accesses 
has a major effect on the total number of memory cycles and pro- 
posed pre-synthesis optimisation steps in which interleaved burst 
access is exploited. However, the work is limited to the reordering 
of memory accesses. If video data are stored in memory linearly in 
order of their logical addresses, the data accesses will usually 
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involve a large number of row-changes, which leads to a degrada- 
tion of the performance. For example, consider a video processing 
algorithm in which video data are processed in 8 x 8 blocks, as 
shown in Fig. 1. If logical addresses are linearly mapped to physi- 
cal addresses, seven row-changes are needed to access a block, as 
shown in Fig. la. To minimise row-changes, which degrade the 
system performance, we propose a translation of the logical 
addresses of multi-dimensional arrays into physical addresses as 
shown in Fig. 2. A logical array is partitioned into a set of rectan- 
gles called windows and each window is stored in a row of 
SDRAMs. The windows in Fig. l a  and b consist of 1 line x 128 
data and 8 lines x 16 data, respectively. The address translation 
based on the (8, 16)-window requires no row-changes in accessing 
a block. 

MPEG2 data 
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Fig. 2 Address translation method 

tained in the C description, the algorithm selects candidate win- 
dows which do not cause row-changes for any block-type access of 
the innermost loops. Secondly, a simple penalty simulation is per- 
formed for the candidate windows selected in the first step to con- 
sider the variation of outer loop indices. In this simulation, we 
calculate the physical location of each memory access and estimate 
the number of overhead cycles. By restricting the penalty simula- 
tion to only the candidate windows selected in the first step, the 
CPU time can be significantly reduced. In addition, we do not 
simulate all the memory accesses but the variation information of 
the outer loop indices, because block-type accesses of the inner- 
most loops do not induce any overhead cycles. Finally, the algo- 
rithm chooses the best window associated with minimum penalty. 

Experimental results: MPEG-2 video decoding [3] is used for two- 
dimensional video data and involves several kernel operations 
such as VLD (variable length decoding), dequantisation, IDCT 
(inverse discrete cosine transformation), MC (motion compensa- 
tion), and BA (block addition). In particular, the MC routine and 
the BA routine extensively access the video data stored in external 
memory. The access patterns of the routines are almost detennin- 
istic, i.e. the burst length is determined to be 8, 16, or 17 and the 
stride of the vertical axis is determined to be 1 or 2 according to 
the motion compensation mode. 

In this Letter, we propose an address translation method for 
increasing the memory bandwidth of SDRAM by reducing the 
number of overhead cycles and present an efficient algorithm for 
determining the correct window sue. 

Proposed method: Video data are usually represented by arrays 
and processed using nested loops. Bounds and strides of the loops 
as well as the dimensions and sizes of the arrays are statically 
determined. From the innermost loops, the number of data 
accessed sequentially can be determined. As the number of data 
accessed in an innermost loop is usually futed, we call the memory 
access of the innermost loops ‘block-type access’. The indices of 
outer loops determine the start address of a block-type access, but 
do not change the number of data accessed sequentially. Hence, 
the memory access patterns are determined by the array sizes, loop 
characteristics and indices of the outer loops. If we choose a win- 
dow such that block-type data accessed in the innermost loops are 
stored in a row or in different banks block-type access does not 
induce any overhead cycles for row-activations. The conditions 
under which a window has no overhead cycles during a block-type 
access are as follows: 
(i) All data for block-type access are contained in a window. 
(ii) All data for block-type access are contained in windows that 
are contiguous horizontally and the horizontal size of windows is 
greater than the minimum number of data needed for hiding the 
row-change overhead cycles. 
(iii) When the block-type access data are contained in several win- 
dows that are contiguous horizontally and vertically, there should 
be a sufficient number of data which are stored in other banks 
between the last line of the upper window and the first line of the 
lower window. 

It is apparent that the first condition induces no row-changes. 
The window in Fig. lb satisfies this condition and thus the access 
of an 8 x 8 block needs no row-changes. The second condition 
means that a row of the next contiguous window can be activated 
during the burst access of the preceding window, if the next con- 
tiguous windows are assigned to different banks. The last condi- 
tion is the most general case. To determine the number of data in 
other banks between the accesses of two different rows in the same 
bank, we calculate two physical locations of the last data of the 
upper window and of the first data of the lower window. 

To determine the best window, memory penalty simulations for 
all the candidate windows are required. Since repetitive simula- 
tions are very time-consuming, we present an efficient algorithm 
consisting of three steps. 

The C description of an application and parameters of the 
SDRAM such as the number of banks and the size of one row are 
given as the inputs to the algorithm. First, through evaluating the 
above conditions as well as analysing the loops and arrays con- 
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Fig. 3 Penalties computed by proposed method and exact simulation 
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We use a set of MPEG2 video bit-streams, each of which con- 
tains 15 frames. Assuming that the number of cycles needed for 
each row-activation and precharge, the number of banks, and the 
size of a row are 6, 4, and 1024, respectively, we calculate the 
memory cycles of two types of address translation; one where the 
video data are stored linearly in order of logical addresses (linear 
translation), and the other where the logical addresses are cor- 
rectly translated for the MPEG routine (proposed translation). As 
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shown in Table 1, video decoding under linear translation con- 
sumes a large number of cycles for row-activations, while the pro- 
posed translation requires almost no additional cycles. On 
average, the speedup of the proposed translation over linear trans- 
lation is 44%. 

Fig. 3 shows that the penalty computed by the proposed 
searching algorithm is consistent with the result of exact simula- 
tion. As indicated in Table 2, the proposed algorithm is -60 times 
faster than that possible using exact simulation. 

8 1 6.31631 3.73251 ~ 1 - 

Conclusions: We have proposed a memory address translation 
method for reducing the number of memory cycles in multi-dimen- 
sional video processing applications and have presented an algo- 
rithm that searches for the window size that can be stored in a 
row of SDRAM. Experimental results show that the proposed 
translation is very effective at increasing the memory bandwidth of 
SDRAM by reducing the number of memory cycles required for 
row-changes and precharges. 
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Method for estimating lossless image 
compression bound 

Ning Zhang, Yujin Zhang, Qingdi Lin and 
Xinggang Lin 

A practical method for estimating the lossless image compression 
bound based on high-order conditional entropy analysis is 
proposed. This analysis can be performed within an ordinary 
image as opposed to dealing with an enormous training set. Its 
feasibility and reliability have been verified on a large group of 
images naturally acquired by various imaging sensors. 

Introduction: Lossless image compression is used in many applica- 
tions. Much research has been carried out into methods for 
obtaining higher compression ratios [ 1, 21, but improvements have 
been limited. What would be the compression bound? How can we 
compute or estimate it? To our knowledge, no such bound has 
been established and no reliable method for estimating it has been 
proposed. In this Letter we propose a practical method for esti- 
mating the lossless image compression bound. 

Theoretical background: In terms of information theory, an image 
w x h x N (width x height x Nbit) is modelled as an information 
source. The w x h pixels of a random variable X are considered 
with 2N possible values {0, 1, ..., 2N - 1). While being coded, the 
pixels are arranged in a certain order (usually raster scan order) as 
a sequence {xl, x2, ..., x,,,,,~}, and processed one by one. The opti- 
mal code length of the sequence in bits is given by [3]: L,, = - 

... x,-J. To estmate Lmi,, the mage can be further approximated 
as a K-order Markov source (AIS,) that is characterised by the 

(1og*P(X,) + log2P(x2/xI) + 1og?P(x3/x13 x2) + ’.. + log2P(xn/x,, x2 
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conditional probability density function P(X/sK). Here S, = {s,, 
s,, ..., s,) is a vector of K pixels that are scanned before X. The 
conditional entropy of the Markov source HK(xls) = -&SKp (x, 
s)log2p(x)s) is traditionally considered as the bound for lossless 
compression, i.e. the minimal number of compressed bits per pixel 
can be estimated as CBPP,,, = L,,,,,/SZZE = HK(X/s). To obtain 
an accurate estimation, the order K must be large enough to pre- 
cisely match the real statistical properties of the image. However, 
as K grows, the large number of Markov states makes it difficult 
to estimate conditional probabilities by frequency counts within a 
single image. This problem is called ‘context dilution’ [3]. This is 
also why in most previous research, when the information content 
of images was analysed, only first or second-order conditional 
entropy was discussed. Roger [4] introduced a lossless compression 
bound in terms of additive noise caused by imaging sensors. How- 
ever, no evidence can be shown that the information content 
inherited in an image, i.e. information other than imaging noise, is 
not considerable. So this bound would be too conservative. The 
best way to estimate the bound should be to estimate the high 
order conditional entropy directly. 

nw n ne I - .  w ? m 

Fig. 1 Labelling of neighbouring pixels used in conditional vector selec- 
tion 

(iii) Step 3: Analyse multi-scale conditional entropy sequence 
{ H ~ , ~ ~ s ) }  using memory measurement: To explore potential regu- 
larities in {Hi(X/S)} ,  a variable called memory measurement is 
defined. At level j ,  memory measurement is defined as the ratio of 
zero order entropy to conditional entropy, i.e. 
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